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Abstract

We develop a Jacobian-Free Newton—Krylov (JFNK) method for the solution of a two-dimensional convection phase
change model using the incompressible Navier—Stokes equation set and enthalpy as the energy conservation variable. The
SIMPLE algorithm acts as a physics-based preconditioner to JFNK. This combined algorithm is compared to solutions
using SIMPLE as the main solver. Algorithm performance is assessed for two benchmark problems of phase change con-
vection of a pure material, one melting and one freezing. The JFNK-SIMPLE method is shown to be more efficient per
time step and more robust at larger time steps. Overall CPU savings of more than an order of magnitude are realized.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Accurate modeling of phase change interfaces during solidifying flows has applications to materials science
and metallurgical processes. For example, castings of metal alloys can experience undesirable macrosegrega-
tion, which reduces strength and quality control. The goal is to minimize this effect through optimum design
and procedure. However, monitoring solidification processes is difficult to achieve experimentally, so state of
the art mathematical models of this effect are crucial.

Capturing realistic time dependent phase change interfaces within convective flow regimes is a challenge.
First of all, the phase front in melting and solidifying flows is dynamic, which necessitates an accurate tracking
method. Also, the release of latent heat associated with phase change creates locally stiff nonlinearities at the
liquid-solid interface. Further, in the case of multi-component alloy solidification, the numerical method used
must provide an accurate time evolution of the coupled temperature and concentration fields. This present
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work is an extension of the phase change conduction problem using Jacobian-Free Newton—Krylov (JFNK)
[8,10].

Phase change and the energy balance need to be incorporated into the equation set to be solved and there
are several options to consider. Two of the primary options are temperature versus enthalpy formulations and
the choice of velocity attenuation model. Here we use an enthalpy framework to be consistent with our pre-
vious work. The attenuation (commencement) of velocity as the material solidifies (liquefies) can be treated by
incorporating an additional forcing term in the momentum equation that damps the velocities at the phase
change front such that the deceleration and solidification rate within a cell are linked. For a simple pure mate-
rial, the percent of latent heat released is analogous to the amount the material has solidified within a cell, so a
term including liquid fraction can be used. The velocities can also be attenuated by prescribing that the vis-
cosity becomes large as the material solidifies. For a detailed discussion refer to Gartling [4] and Voller
et al. [19]. Both of these velocity treatments are models, and we use the momentum sink approach.

Once the equations to be solved are established for phase change convection, there are numerical issues to
consider. This is the current focus of our research. An accurate discretization of variables in space is necessary
to properly resolve the scale of convection in recirculating flow. The use of second order accurate spatial dis-
cretization on melting problems has been studied by Hannoun et al. [6], where it is established that second
order spatial discretization is important for obtaining spatially converged melting simulations. Numerical
accuracy issues can also be mitigated with improved time discretization. There has been less focus on this issue
as compared to spatial discretization. We will briefly touch on this issue here, and focus on it in more detail in
a follow-on paper.

The primary focus of this study is the solution algorithm applied to the nonlinear algebraic system, which
needs to be solved at each implicit time step. The conventional approach solves time dependent equations
implicitly. The SIMPLE algorithm [13]is a common solution method for phase change and natural convection
problems [19,1,16,6]. The basic algorithm and its progeny (e.g. SIMPLER [13] and SIMPLEC [18]) are well
developed and the basics are outlined in Section 2.1.

Recent studies have applied preconditioned JFNK solvers to the Navier—Stokes equation set [9,14] and
phase change heat conduction [8,10]. In this study we utilize JENK for phase change convection, and consider
SIMPLE as a preconditioner. The details of this solution method are explained in Section 2.3. The model
equations developed for the present analysis of time dependent phase change in pure materials is described
in Section 2 and the JFNK and SIMPLE solution algorithms are outlined in Sections 2.1 and 2.2. The results
and discussion are presented in Section 3 and summarized as conclusions in Section 4.

2. Convection phase change algorithm

The equations of motion governing the model are the time-dependent two-dimensional incompressible
Navier-Stokes equations with continuity and thermodynamics. The mathematical representation of phase
change is expressed with the enthalpy form of the energy equation including latent heat. The basic formulation
of phase change convection is designed to match earlier phase change models. The model equations are given
by

Ou 1 1 op

ov 1 1 op

V-v=0, (3)
OH c

— - (VH P_At(H) = 4
5 TV (VH) +op Ar(H) =0, 4)

where the dependent variables are the horizontal and vertical velocities (v = {u,v}), pressure (p), and total en-
thalpy (H), and make up the state vector x = {u,v,p,H}" to be solved at each time step. The term =(H) in Eq.
(4) is the temperature function expressed solely in terms of H. The symbols A and V- represent the two-dimen-
sional Laplacian and divergence operators, respectively. Refer to Table 1 for additional parameter definitions.
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Table 1
Parameters and domain configuration for solidification within a square cavity (problem 1) and gallium melting within a rectangular cavity
(problem 2)

Parameter Symbol Units (problem 2) Problem 1 Problem 2
Domain width [0:5,] m [0:4] [0:0.0356]
Domain length [0:5,] m [0:4] [0:0.0635]
Rayleigh # Ra ND 3x10° 7.0x10°
Latent heat L J/kg 1.0 8.016x 10*
Specific heat p J/kg/K 1.0 381.5
Prandtl # Pr ND 1.0 0.0216
Reynolds # Re ND 1.0 3.37x 10°
Density # ) kg/m? 1.0 6.093 x 10°
Melt temperature T K 0.0 302.78
Right wall temperature T K 0.5 301.0

Left wall temperature T: K -0.5 311.0

‘ND’ refers to a nondimensional value and the melt, left, and right wall temperature values are converted to enthalpy values H, and H,
when implemented.

To treat the velocity attenuation in the solid region of the domain, a forcing term in the momentum equa-
tion as discussed in Section 1 is included. Because we are simulating pure material behavior, a simple linear
relationship to the solid fraction, ¢, of the material is used to damp the material velocity in the vicinity of
the phase front, so A(H) = A'e;. The constant A’ is set to a value for each problem based on the latent heat
release and other thermodynamic properties of the material being simulated. The material in the domain is
either solid (e, = 1), liquid (¢, = 0), or within a mushy zone (0 < ¢, < 1) where ¢; is set to the portion of latent
heat that has been released or absorbed.

In part, the behavior of the flow of the phase front velocity are characterized by the Rayleigh number, Ra,
and latent heat of fusion, L, respectively. The buoyancy force due to gravity used is the Boussinesq approx-

imation, given by f(H) = { f.=0.f, :%I(H)} where the temperature is calculated as a function of
enthalpy. The total enthalpy
H=cT+(1—-¢)L, (5)

accounts for energy changes associated with a change in temperature (7') and phase. For this algorithm study,
¢p, L, and p are constant between phases. For a pure material, the temperature can be extracted from H as
follows:

H/c, if H <cplm,
T=1(H)={ Tn if 3T <H < T + L,
(H—-L)/ey, it H>cpTrm+1L,
where Ty, is the melting temperature. The problem at hand is discretized spatially using a two-dimensional
Cartesian staggered fixed grid algorithm based on (1)—(4). For this mesh layout the pressure and enthalpy val-
ues lie at the center of each cell and the horizontal and vertical velocities are defined at the western and south-

ern edges of the cells, respectively. The domain, Q, currently consists of a rectangular cavity of equal sized cells
along one direction, so Q = [0:5,,0:b,] with boundary conditions of

u=0v=0, on0Q, (6)
H(O7y) :Hla H(b)my) :Hn y € [O7by]a (7>
oH oH

a_y(xvo) - a(vay) - 07 X € [Oabx] (8)

This corresponds to insulating top and bottom walls and left (H;) and right (H,) sidewalls with a specified con-
stant value. As mentioned, latent heat release associated with liquid to solid phase change is tracked empir-
ically within the enthalpy framework. For the spatial orientation of the domain, the finite volume
approach is used with second order centered spatial differencing. This provides a direct comparison with
the majority of phase change models using the SIMPLE algorithm.
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We implement two options for time discretization, which are explained as a discretized form of the general
partial differential equation

o0
] ©)

where 0 represents any one of the variables in the dependent variable state vector x and ¥(6) represents two-
dimensional smooth spatial derivatives of 6. The first order accurate backward Euler (BE, also known as fully
implicit) can be written as

0 = 0"+ PO AsL (10)

At is the time step size taken, and the superscript refers to the time level of the variable relative to the current
time level n. All the physics within the model equations that occurs between the old and new time steps are
included when using the new time level in the discretized terms. The benefit of this approach is that a larger
time step can be utilized for the solution process while retaining stability.

For second order accuracy we use the BDF2 time discretization (also known as the three level fully implicit
scheme), which is expressed as

6n+1 _ en +%(0n o anl) +§q[(0n+l)At (11)

for a constant time step size. BDF2 has a second order truncation error in time, damps spurious oscillations,
and is unconditionally stable. Note that the benefit of an implicit scheme is lost with a numerical solver that
cannot converge when large time steps are taken or is too expensive. A good explanation of the details of these
numerical schemes can be found elsewhere [3].

2.1. SIMPLE

The SIMPLE algorithm, or semi-implicit method for pressure linked equations, solves a pressure correction
equation to update the flow field and any additional state variables linked to the flow field through an iterative
procedure that maintains mass continuity. The essence of the SIMPLE algorithm within the control volume
framework is summarized below. Additional details regarding the basis of the SIMPLE family of solvers can
be found in Patankar [13]. The model Egs. (1)—(4) to be solved can be written more conveniently for this dis-
cussion in matrix operator form as

Q) + ™'V (p) K1) = F(v), (12)
Vov=F(p) (13)
Q,(H) = F(H), (14)
where
Q= Vv (50) A0 — 460, (15)
~ () -
Q= V4 v (50) ~ o A0 (16)

F(x) is the set of nonlinear residuals, and the V operator is the two-dimensional gradient. Note that v in operators
Q; and Q, refers to the two-dimensional velocity vector from the previous iterative loop of SIMPLE, a linear-
ization necessary to perform the sequential solution procedure. SIMPLE is a series of linear segregated solves of
the individual equations in (12)—(14) built around a specific approximation relating velocity updates and pres-
sure gradients. These equations can be written as one 3 by 3 matrix M of operators on the state vector x,

Q p'Vv 0 v f F(v)
V- 0 0 p|l—-10]=| Flp
0 0 Q H 0 F(H)

M
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In practice, these equations are applied to updates to the current state vector, ox = {du,0v,0p,0H} " rather
than x itself. The process for building dx using this version of SIMPLE is performed as follows;

(1) evaluate SH" ™ with Q,, dH"™! = F(H)
(2) calculate = {0,f, = Ra (T((anH))}

T Ré*Pr

(3) evaluate 6v'"/2 with Qy, (ov""?) + p~'Vp = Av)
(4) calculate F(p) from (13) using ov""'/?

Step (3) is applied to the # and v components of v sequentially and step (1) and both applications of step (3)
are performed for a prescribed number of iterations. There is no explicit equation defining pressure variations,
only the constraint specified by the continuity equation to be mass balanced, so matrix M has a zero along the
main diagonal at the (2,2) location (analogous to a zero a, for p in Patankar’s notation). Thus basic linear
solution techniques encounter a singularity and provide no solution. With SIMPLE, an update for pressure
and velocity is determined by solving a simplified version of the momentum equation that assumes

1
Dov ~ —EV(sp, (17)

where D is a diagonal approximation to the discrete momentum operator Q;. Eq. (17) decouples the momen-
tum at adjacent grid points and the thermal forcing f because it assumes their updates are zero. This is con-
sidered a reasonable assumption mainly because it keeps the iteration procedure tractable, but also because
the forcing term is retained in step (3), so the final solution remains mass-balanced.

The approximate momentum equation (17) can be solved for dv with

ov=-D"! (;Vép), (18)

and substituted into the updated version of Eq. (13) to give an expression for pressure as the dependent
variable,

1
V-D*;vap:F(p) = Q;dp. (19)
Then, a linear solution for dp as well as velocity corrections can be found as follows:

(5) evaluate op""" with Qs, op""' = F(p)
(6) 5vn+1 _ 5vn+l/2 _ Dfl (Vépn_H)

As with steps (1) and (3), step (5) is performed for a prescribed number of iterations. The resulting update
vector ox is added to an overall update, dx,

dv = dv + o, 0v, (20)
dp = dp + a,p, (21)
dH = dH + oydH. (22)

The pressure update is underrelaxed by o, = 0.2 for Jp to balance the overestimating assumption made in Eq.
(17). For all the other updates, o, = a5 = 1. Steps (1)—(6) and the build of dx are repeated for a specified number
of sweeps. When SIMPLE is used as the solver, the resulting dx is added to x, which is used to calculate a new
F(x). This whole process is repeated until the system reaches a specified convergence criteria. Typically, this cri-
teria is met when one or two of the updates are reduced a specified amount. Rather than address phase change
with linearized methods such as the effective heat capacity, here we have included the phase change directly in
the iterative solve loop by using the most recent 6x and computing t(H) in the conduction term in Q,.
Proceeding through SIMPLE using steps (1)—(6) can be thought of as a process to approximate the solution
matrix M~! for a given time step. Because each equation builds an update individually with a set of sweeps,
SIMPLE can converge slowly. The slow convergence becomes even more dramatic with increased spatial
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resolution. Note that fine grids are necessary to resolve the fine scale structure of phase change convection
problems [2,6]. The sequential nature of the SIMPLE solution procedure may also limit the nonlinearity of
the final solution that can be found for the equation set. Next we present a solution method applied to phase
change convection that can take advantage of SIMPLE but increase the robustness, accuracy, and speed of
solution to nonlinear phase change convection problems.

2.2. JENK

The Jacobian-Free Newton—Krylov (JFNK) algorithm is a nested iteration solution method, whereby an
inner linear Krylov solver provides an approximation for the outer nonlinear inexact Newton’s method.
The details of this solution technique have been documented extensively elsewhere (e.g. Knoll and Keyes
[7]) and will only be summarized here. The solution package used to implement the JFNK algorithm is an
adapted form of the NITSOL solver package [15].

Inexact Newton’s method solves nonlinear equation sets of the form

F(x) =0, (23)

where x is the state vector at the time advanced solution and F is the function of nonlinear residuals. When
F(x) is expanded in a first order Taylor series, Eq. (23) becomes

J(x)oxt = —F(x¥), xM!' =x* + oxF, (24)
where J is the Jacobian for F and k is the nonlinear iteration index. The iteration cycle is complete when the L,
norm of the nonlinear residual drops below the convergence criteria

FCS -

IF(x)]
For this analysis, 7, = 1 x 107> except where time step convergence calculations are performed. F(x°) is the
initial residual.

To solve the linear problem in (24) a Krylov method is used. The Krylov solution update process is per-
formed with GMRES (generalized minimum residual), a common method for nonsymmetric matrices [17].
The ‘Jacobian-Free’ designation refers to a major benefit of this solver; the full Jacobian is not needed;
GMRES utilizes the Jacobian times a vector, which is approximated with finite differencing as

F ~-F
gy = Fx+e) ~Flx) (26)

€

where € is a small perturbation.
The linear GMRES solution update is sent to the Newton solver when it drops below a specified level of
convergence

I9ox* + F(x)|, < m[IF(x")]],- (27)

Thus we are using an inexact Newton’s method. Note that the update Jx is generated with the use of a pre-
conditioner (Section 2.3). The value of the forcing term, 5, determines the degree of efficiency and robustness
with which Eq. (24) is solved. For time dependent problems, a constant value of #; can be more efficient by
insuring the right hand side of (27) does not become too small and retard convergence. This demonstrably
successful version of the inexact Newton family of solvers for phase change applications [8,10] is used here.

One caveat to GMRES is that the required storage grows with each Krylov iteration; each previous basis
vector element must be retained to provide the next solution approximation. The key to avoiding expensive
storage overhead is to precondition the Krylov solver in order to reduce the number of Krylov iterations
(and thus the number of stored vector elements) to reach a solution.

2.3. JFNK preconditioned with SIMPLE

There are a number of reasonable choices for a preconditioner and it is not often an obvious choice what
type will provide superior results. One way to improve the solution efficiency and accuracy of phase change
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convection problems with JFNK, but without starting from scratch is to employ SIMPLE as a preconditioner
to JFNK. Recent studies show that the SIMPLE method is effective as a preconditioner for incompressible
Navier—Stokes problems [14,20,11].

When a right preconditioning option is used in GMRES, the Newton loop (left equation of (24)) becomes

IM ' (Mox) = —F(x), (28)

where M~ is the preconditioning operator, represented symbolically in matrix form. The (Méx) portion of
Eq. (28) is combined during the preconditioning process, so we assign

6z = Mox. (29)
First a solution is found for 6z with
J(M~'6z) = —F(x), (30)

where M~15z is the latest Krylov vector element, v. If the resulting test for tolerance using Eq. (27) is satisfied,
we back out of 0z to get the desired update by building dx

M(5z) = ox (31)

using the preconditioner once again. The preconditioner M- as  used here is an approximate inverse, built
through a prescribed number of SIMPLE sweeps. The operator M is never actually used, rather Eq. (30) is
the working equation in the algorithm.

This preconditioner is referred to as ‘physics-based’ because it can be written as a simplified linear version
of the original nonlinear equation set to be solved. Intelligent choices can be made as to how to simplify and
thus minimize the work done to create M~! yet still contain enough physical terms to provide a good approx-
imate solution. In the preconditioner for this algorithm, first order upwind spatial discretization and first order
BE time discretization is used. This makes the solution process more robust because the inverse is more diag-
onally dominant. Also to reduce the nonlinear coupling of equations, latent heat release and the associated
velocity attenuation is set constant within a call to the preconditioner, so no phase change is created and
the function 7'= t(H) is restricted to be linear. The same value of damping («, = 0.2) as with SIMPLE as
a solver is used. Because these simplifications are applied to the preconditioner for the linear update, they only
affect the efficiency of convergence to the final solution, not the accuracy.

3. Results and discussion

To assess the efficiency of the JFNK-SIMPLE algorithm for convection phase change applications, two
model problems are investigated. A benchmark nondimensional freezing problem (problem 1) is selected to
focus on algorithm performance for a range of temporal and spatial scales. The early melting of Gallium
in a rectangular cavity (problem 2), which is a more complex model problem, is also analyzed in detail. This
provides an assessment of the JFNK-SIMPLE algorithm for solutions with more detailed convection and
phase change behavior.

3.1. Problem 1: Natural convection and solidification

The freezing of a nondimensional pure material in a benchmark two-dimensional square cavity problem is
performed. A domain configuration matching earlier studies [12,2,19] is adopted and the parameters are listed
in Table 1. Thermodynamic parameters such as specific heat are held constant except where noted. The entire
domain is initially a fluid at temperature +0.5 and at time zero the left wall is set to temperature —0.5, which is
below the freezing temperature (set to Ty, = 0).

In the JENK algorithm, the nonlinear convergence tolerance is set to #; = 1 x 107> and the inexact linear
tolerance defined in Eq. (27) is constant at ;= 1 x 1072, For the SIMPLE preconditioner, the approximate
enthalpy update (step 1 in Section 2.1) was calculated with 20 sweeps using Successive Overrelaxation Routine
(SOR) with an overrelaxation parameter w = 1.2. The momentum (step 3) and pressure (step 5) correction
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updates were calculated with 10 and 5 sweeps, respectively, and the overall outer SIMPLE build of dx (steps
1-6) is set to 5 sweeps.

The simulation is run for time = 200 and the resulting temperature contours and velocity vectors are dis-
played in Fig. 1. Initially the whole cavity undergoes counterclockwise rotation due to buoyancy. At comple-
tion, the left wall and an adjacent layer of control volumes have frozen and exhibit negligible velocity. In the
reduced domain containing cells above the melting temperature, convection is still occurring and acts to
advect colder temperatures further right in the lower portion of the domain. As a result, the phase front
extends further out into the main cavity.

Problem 1 is run with a set of varying time step sizes using the fully implicit backward Euler (BE) time inte-
gration formulation from Eq. (10) and centered second order spatial differencing using the JENK-SIMPLE
solver. Table 2 displays performance statistics for the JENK-SIMPLE solver for a series of time steps. Note
that as the time step increases, the number of nonlinear iterations per time step required to converge grows
weakly. The speed of the simulation is normalized to the Ar =1 run to aid comparison between algorithms.

The number of linear iterations performed per nonlinear iteration is dependent on the number of sweeps of
SIMPLE in the preconditioner call and this effect is illustrated in Fig. 2. The time to complete the simulation
on a 50% grid with a Az =1 is a minimum when 5 sweeps of SIMPLE in each preconditioner call are per-
formed. As with Table 2, the CPU is normalized to the run for Az = 1 with 5 sweeps. As indicated in the right
y-axis, the number of iterations (the average number of linear GMRES iterations performed per time step) is
reduced in a logarithmic fashion as the number of preconditioner calls is increased. Above 5 SIMPLE sweeps,
the reduction in iterations is outweighed by the increase in cost to perform them. The cost to benefit ratio var-
ies for each type of problem and even the same problem with different time step size. Generally, the smaller
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Fig. 1. Freezing of a nondimensional pure material undergoing natural convection in a 50 x 50 square grid after time = 200. The contours

are temperature and the vectors are velocity. The red line denotes the cold edge of the phase front (7= —0.01). Material parameters are
listed in Table 1.
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Table 2

Performance of freezing benchmark problem 1 run to time = 200 using the JENK-SIMPLE solver with BE time discretization

Time step nlin/tstep lin/nlin CPU
0.01 2.66 5.06 32.7
0.05 2.89 4.12 6.0
0.1 3.33 4.20 3.6
0.5 4.31 6.95 1.4
1.0 5.26 8.48 =1
2.0 6.27 11.70 0.86

The CPU units are normalized with the A7 = 1 run. Labels ‘nlin/tstep” and ‘lin/nlin’ refer to the average number of nonlinear iterations per
time step and linear iterations per nonlinear iteration, respectively.
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Fig. 2. CPU (normalized to Az =1 and 5 sweeps) of problem 1 (solid line, left y-axis) and average sum of nonlinear plus linear iterations
(dashed line, right y-axis) per time step on a 50> grid for A7 =1 as a function of SIMPLE sweeps within each call to the preconditioner.

time step size requires less work from the preconditioner to reach a minimum in CPU time because the prob-
lem is less stiff.

The same simulation is performed using the SIMPLE algorithm as the main solver (no JFNK). The full BE
discretized equation set with phase change used in the JFNK algorithm is used for SIMPLE. Instead of 5
sweeps of the SIMPLE steps outlined in Section 2.1, the number of sweeps necessary to converge to the same
criteria as JENK-SIMPLE (5, = 1 x 107°) in Eq. (25) are performed. After a prescribed number of SIMPLE
sweeps, the dx update is added to x to calculate the nonlinear residual using Eq. (25). The necessary number of
sweeps through SIMPLE is found via trial and error and varies with time step and the parameters of the prob-
lem being solved. Often, SIMPLE-based simulation studies only converge a combination of the mass balance
condition and another criteria such as energy balance [1]. However, determining convergence by measuring the
nonlinear residual is more rigorous and allows a direct comparison to JFNK-SIMPLE simulations.

Results with SIMPLE as the solver are displayed in Table 3 with corresponding runs and convergence tol-
erance using JENK-SIMPLE. SIMPLE does not converge for this configuration above Ar of about 0.5. On a
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Table 3
Comparison of algorithm performance for JENK-SIMPLE and SIMPLE with the freezing benchmark problem 1 run to time = 200 on a
50? grid using the same set-up as described in Table 2, including CPU units normalized to the JENK-SIMPLE run for At = 1

Solver Time step Iterations/tstep CPU
JFNK 0.01 17.2 32.7
SIMPLE 0.01 600 193.3
JFNK 0.05 15.8 6.0
SIMPLE 0.05 400 28.0
JFNK 0.1 18.3 3.6
SIMPLE 0.1 500 16.7
JFNK 0.5 35.3 1.4
SIMPLE 0.5 1600 10.5

50% grid, for Az =0.05 and 0.1, the SIMPLE solver completes the simulation about 4.6 times slower than
JFNK-SIMPLE and for At = 0.5 SIMPLE is 7.5 times slower. For the 0.01 time step, the ratio of CPU time
for SIMPLE and JFNK-SIMPLE is 5.8:1. The initial norm is small so both JFNK-SIMPLE and SIMPLE
require more effort to reduce the relative norm sufficiently.

Another angle to analyze algorithm efficiency can be found by comparing the number of SIMPLE sweeps
needed to complete the simulation for SIMPLE and JFNK-SIMPLE for a given time step size. Unlike the
linear GMRES loop within JENK, the effort of SIMPLE is not minimized with a linear tolerance test. When
the number of SIMPLE loops for an average time step are summed, the ratio of loops in SIMPLE verses
JFNK-SIMPLE ranges from 6.7:1 to 10.6:1. This ratio compared to the ratio of average CPU time per time
step is almost a constant, 1.48 + 0.07:1. Thus the reduction of SIMPLE sweeps by using JFENK-SIMPLE is
likely responsible for the reduction in CPU, with an ‘overhead’ of about 48%. This value could be probed
for improvement through optimization efforts, however the reduction in SIMPLE sweeps is far more dramatic
than the ‘overhead’ cost. The salient point is that JFNK acts as an accelerator to the SIMPLE method for
problem 1 and SIMPLE algorithm’s efficiency degrades relative to JFNK-SIMPLE with increasing time step
size.

The JFNK algorithm becomes more efficient and robust relative to SIMPLE with finer grids. Finer grid
simulations were performed for problem 1 and the algorithm performance is displayed in Table 4. There is
no additional convection structure, although the front position moves because it can be resolved more accu-
rately. For a 1007 grid, the largest time step where SIMPLE achieves convergence was at A7 = 0.05, and at this
time step for both algorithms, JFNK-SIMPLE is 8.8 times faster than SIMPLE. Run at the largest time step
size of convergence, JENK-SIMPLE is 59 times faster on a 100* grid. For a 200° grid, SIMPLE converged for
At no greater than 0.001 whereas JFNK-SIMPLE converged at a maximum Az = 0.1. Using these time step
sizes, JFNK-SIMPLE was almost 200 times faster than SIMPLE.

Along with increased efficiency, the algorithm exhibits first and second order accuracy with respect to time.
Because there is no analytical solution from which to compare, the simulation accuracy is assessed by com-
paring runs to a base run with a time step size of 1 x 107> s using BDF2 time discretization, centered spatial
differencing, and a coarser 107 grid. Error is measured with a global L, norm on a fixed spatial grid, and the
order of error as a function of time step is given by the slope of the line of error verses time step size on a log—
log plot. The slopes for BE and BDF2 time discretizations for this problem are 0.99 and 1.92, which indicates
first and second order accurate methods in time. The difference in error magnitude for a given time step ranges
from about 1.5 to 2.5 orders of magnitude for time steps from 1.0 to 0.1, respectively. Thus, running the sim-
ulation at a time step of 1.0 using BDF2 is more accurate than running at an order of magnitude smaller time
step using BE.

3.2. Problem 2: Natural convection and melting of Gallium
The convection phase change algorithm described in Section 2 is also applied to the melting of pure Gal-

lium (problem 2). The parameters and physical properties of Gallium used are listed in Table 1. This problem
was chosen because of previous simulation studies [1,2,6] and a comprehensive experimental study by Gau and
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Table 4
Algorithm performance applied to problem 1 with the simulation run using time step sizes close to the largest time step of convergence
(noted as ‘Max TSS’) for increasingly finer grids

Grid Max TSS SIMPLE Max TSS JENK-SIMPLE CPU (ratio)
50 x 50 0.5 2.0 38:1

100 x 100 0.05 1.0 59:1

200 x 200 0.001 0.1 191:1

Here CPU units are presented as ratios of SIMPLE to JENK-SIMPLE. The finer grids were run for a portion of the full simulation time.

Vistanka [5] from which to compare. We set the domain size to a portion of these studies because the current
focus is at the left edge where melting is occurring at early times. Below, we discuss a fine grid simulation of the
full domain.

The melting simulation is run for 200 s using a grid size of 40 by 100 cells, which corresponds to a grid with
cell sizes of 0.89 mm horizontal by 0.635 mm vertical. The resulting streamfunction values are displayed in
Fig. 3 as contours in the melt along with the location of the phase front. As with problem 1, the nonlinear
and linear tolerance parameters are set to i, = 1 x 107> and 5, = 1 x 102, respectively. An analysis to maxi-
mize effectiveness of the preconditioner for problem 2 analogous to Fig. 2 determined that 20 sweeps of SIM-
PLE minimized the CPU time required to perform the simulation for the JFNK-SIMPLE solver. Within each
SIMPLE loop the same number of sweeps of the individual steps were taken as with problem 1.

Table 5 displays statistics for problem 2 using the JENK-SIMPLE and SIMPLE solvers across a range of
time step sizes. For consistency, first order time discretization (BE) is used. Like the freezing simulation,
JFNK-SIMPLE displays a relatively weak growth of iterations as the time step is increased (about a factor
of 10 over a time step increase of 200). The maximum time step size where the problem 2 simulation can
be run to convergence using a 40 x 100 size grid is about 100 times greater with JFNK-SIMPLE than SIM-
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Fig. 3. Melting and convection of pure Gallium in a 40 x 100 grid every 40 s. Left 20 x 100 half of the domain is displayed. Material
parameters (problem 2) are listed in Table 1. The contours are values of streamfunction and the red line denotes the cold edge of the phase
front (7= 302.77 K). For this figure BDF2 second order time differencing and a time step of 0.1 s is used.
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Table 5
Performance of Gallium melting problem 2 run to 5 s using both JFNK-SIMPLE and SIMPLE solvers with FI time discretization on a
40 x 100 grid

Solver Time step (s) nlin/tstep Avg. lin/nlin CPU (ratio)
SIMPLE 0.001 4. 50 41.9
JFNK-S 0.001 1.15 2.2 114
JFNK-S 0.005 1.84 2.9 4.5
JFNK-S 0.01 2.03 2.9 2.5
JFNK-S 0.05 2.76 7.0 1.4
JFNK-S 0.1 2.92 9.9 =1

CPU time is normalized to the 0.1 s simulation using JFNK-SIMPLE.
# For the SIMPLE solver, the number of linear SIMPLE sweeps within each nonlinear function evaluation is prescribed to the minimum
number whereby nonlinear tolerance can be achieved.

PLE. As a result, this simulation can be completed almost 42 times faster using JENK-SIMPLE than SIMPLE
on this coarse grid. Referring to Table 5, 50 sweeps of SIMPLE through the steps outlined in Section 2.1 is the
minimum number needed to converge the SIMPLE solver for problem 2. At about a time step of 0.005 s, SIM-
PLE could reduce the residual norm by about 10* before beginning to increase and eventually diverge.
Performance results for JENK-SIMPLE are similar at finer grids and matching the full domain of Gau and
Vistanka’s [5] experimental study. With the same configuration as for Table 5 but with a full geometry 2007
grid, JENK-SIMPLE took an average of 3.32 nonlinear iterations per time step and 18.4 linear per nonlinear
iterations to reach convergence at a time step of 0.05 s. Using a mesh size equal to the Hannoun et al. [6] study,
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Fig. 4. Nonlinear residual norm for individual iterations of problem 2 using BE time discretization and #, = 1 x 10°. (a) Convergence
history of JENK-SIMPLE and SIMPLE at time = 0.2 s using a time step size of 0.005 s. (b) JFNK-SIMPLE at time 1.4 and 1.6 s using a
time step size of 0.2 s.
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which they demonstrated to be spatially converged, and the current domain size (240 x 600) the algorithm con-
verged with an average of 4.36 nonlinear and 19.6 linear per nonlinear iterations per step of 0.01 s after 10 s.

The convergence history for JFENK-SIMPLE and SIMPLE provides some insight to the algorithm behavior
for problem 2. Fig. 4 displays the nonlinear residual norm as a function of iteration number k for a set of time
steps. In Fig. 4(a), JFENK-SIMPLE and SIMPLE are presented at time 0.2 s using a time step size of 0.005 s.
Both solution methods converge at this time, but the SIMPLE residual norm takes seven iterations to reach
the same nonlinear tolerance as JFNK-SIMPLE with one iteration. At large time steps using JFENK-SIMPLE,
the residual norm occasionally increases within a time step before eventually converging. This is possibly asso-
ciated with new grid cells changing phase or additional convection structure. One example of this is displayed
in Fig. 4(b) using a time step of 0.2 s at time 1.4 and 1.6 s. At 1.4 s, the algorithm requires 2 iterations to drop
below the convergence tolerance (typical value for this run is 3). At each new iteration, the norm is reduced. At
the 1.6 s time step however, the norm fluctuates near the initial norm for several iterations before locking onto
the solution. A minimum of quantified error and CPU time of the final solution are the two main goals for a
simulation, and JFNK-SIMPLE achieves both.

Problem 2 complexities arise early in the melting simulation because the aspect ratio of the melted region is
very high. As a result, instabilities in the convection melt induce multiple roll cell structure that significantly
influences the shape of the phase front. Therefore an accurate solution method to resolve these structures is
required. Earlier studies that have been able to take advantage of sufficiently fine scale grids and second order
spatial discretization [2,6] have also demonstrated the existence of multiple cell structures. The present work
has focused on algorithm efficiency within reasonable parameters for solidification; further work addressing
time accuracy issues on spatially converged grids is forthcoming.

4. Conclusions

The Jacobian-Free Newton—Krylov (JFNK) solution method preconditioned with the SIMPLE algorithm
is applied to two-dimensional phase change convection; the qualitative solution structure matches earlier stud-
ies with similar parameters. The low storage benefit of the segregated algorithm SIMPLE is exploited as a pre-
conditioner, which creates an update for the dependent variable set within the inner Krylov loop. When
compared SIMPLE as a stand alone solver, the performance of JENK-SIMPLE is superior in terms of effi-
ciency. For a simple nondimensional freezing problem, JFNK is two orders of magnitude faster. For a more
complex Gallium melting problem with multiple celled convection phase change behavior on a coarse grid,
JFNK can run more than 40 times faster.

When implemented with BE and BDF2 time discretizations schemes, JFNK-SIMPLE has also demon-
strated first and second order accuracy, respectively, and the error of the model is quantified. The error of
the second order method is up to two and a half orders of magnitude less than first order at a 0.2 time step
for a nondimensional freezing simulation, with the exact gain being time step dependent. The implications of
these results using second order methods is that the ability to model more complicated physics can be per-
formed with increased confidence. The nature of multiple celled convection and its interaction with the shape
of the phase front can be probed with increased accuracy. By using the JFNK-SIMPLE algorithm, the full
nonlinear equations for phase change convection are solved simultaneously. Thus, JFNK-SIMPLE is more
robust and efficient with increased time step and more refined grid.
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